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EFFICIENCY OF ADAPTIVE ALGORITHMS FOR CONTROLLING THE PARAMETERS
OF INTERBLOCK ELECTRICAL CONNECTIONS

The article discusses the current challenges associated with the control of the parameters of cable
and wire products, especially in the context of interconnection electrical connections. It is noted that
traditional methods of control often do not correspond to dynamic changes in operating conditions,
which leads to an increased level of defects. Given these limitations, the study focuses on the need to
implement adaptive algorithms that not only improve measurement accuracy but also provide immunity
to external interference. The literature review shows the active use of automated control systems, but
the emphasis is on insufficient attention to adaptive algorithms that could significantly improve the
quality of control. Among the methods considered, adaptive algorithms such as Adam, Levenberg-
Marquardt, LMS, and RLS prove to be effective tools for improving the objectivity and performance of
control systems. Their implementation allows systems to respond faster to changes in production
conditions, increasing the reliability and stability of production processes. An important aspect is the
integration of adaptive technologies into specialized software of automated control systems, which
expands the capabilities of existing methods and can significantly reduce the negative consequences of
self-heating during measurement.

Thus, the studies carried out demonstrate that an adaptive approach to parameter control not
only improves the accuracy and stability of products, but also brings modern production systems closer
to high quality standards. This allows you to ensure the reliability of the electrical infrastructure, which
is critical for the successful functioning of various electrical systems.
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Problem Statement. In today's production environment, which requires continuous quality
control and product stability, especially in sectors where interconnect electrical connections are used,
the challenge is to improve the accuracy and reliability of parameter control systems. Existing methods
are often not able to quickly adapt to dynamic changes in operating conditions, which leads to an
increased level of defects and constant fluctuations in product quality.

Taking into account the above factors, there is a problem of development and implementation of
improved adaptive methods of parameter control. This implies not only improving the accuracy of
measurements, but also increasing immunity to external interference and internal nonlinearities. This
approach should ensure the speed of response to changing conditions and continuous self-improvement
of systems, which is important for maintaining high quality standards in the production of cable and
wire products. Thus, the key task is the integration of new adaptive technologies that are able to provide
the necessary accuracy, stability and efficiency in the processes of controlling production parameters.

Analysis of the latest research. Analysis of existing research in the field of control of parameters
of interblock electrical connections of cable and wire products indicates the active use of automated
control systems. In King, M. S. [1] and Ng, F. M. [2] article discussed the general issues of control of
the parameters of interconnected electrical connections, emphasizing the importance of increasing the
speed and accuracy of control of insulation parameters. Works by Khouri, P. M. P. [3] and Hershberger,
D. [4] solve the problem of automating the process of testing electrical connections by describing the
developed systems and test methods that can be useful for production processes. Research by Ng, F. M.
[5] and Kakkeri, R. B. [6] are dedicated to solving the problems of error protection in insulation
resistance control systems, emphasizing the importance of checking the key parameters of cable
products. The work of Bodyansky E. V. [10] is devoted to the study of adaptive control of computer
network security on the basis of fuzzy logic. This approach is useful for the development of systems for
controling the parameters of interblock electrical connections using adaptive algorithms.

Thus, a review of the literature on the control of parameters of interblock electrical connections
shows that today insufficient attention is paid to the development and implementation of adaptive
algorithms in the relevant control systems. Existing studies do not fully reveal the influence of changing
product characteristics and production conditions on measurement accuracy.
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It is obvious that the introduction of adaptive algorithms in the systems for monitoring the
parameters of interblock electrical connections is an urgent task that will increase the accuracy of
parameter measurement, reduce control time, increase control reliability and increase production
productivity.

Further research in this direction should be aimed at the introduction of adaptive algorithms in
systems for controlling the parameters of interblock electrical connections, taking into account the
changing characteristics of products and production conditions.

Summary of the main material. One of the main directions of implementation of adaptive
algorithms in the direction of parameter control is to clarify the characteristics of controlled signals [1].
The use of such algorithms is aimed at improving the productivity and accuracy of the parameter control
process, which is critical in today's production environment. Accordingly, production systems,
especially those that work with cable and wire products, require reliable and efficient control methods
to ensure high quality and product stability. In this context, it is important to consider the possibilities
and advantages of using adaptive algorithms to improve the process of controlling the parameters of
interblock electrical connections in modern production. The Levenberg-Marquardt (LM) algorithm is
an efficient nonlinear optimization method used to solve nonlinear minimization problems [2]. It is used
in a wide range of areas, including optimizing model parameters, approximating functions, and more.
The algorithm is based on a combination of gradient descent methods and Newton's method [3]. Unlike
Newton's method, which can fail in the case of a non-inverted Hesse matrix, LM uses a quasi-Newtonian
update of the Hesse matrix to ensure stability and convergence. This algorithm is effective in solving
optimization problems that include minimizing error functions, which can be useful for analyzing the
electrical parameters of cables and selecting optimal settings.

Mathematically, the Levenberg-Marquardt algorithm can be represented in the following
sequence of actions:

1) The error gradient J(p) is calculated according to the model p parameters.

a](p)
\Y = —, 1
J(p) ap )
2) The parameters of the model are updated according to the formula:
Pr+1 = Pk — (H+2AD7'V](p), )

where H is the Hesse matrix (the matrix of the second derivatives of the error function); 4 —
regularization parameter; I - a unit matrix.

3) The new value of the error function is evaluated J (py41).

4) If the new value of the error function is less than the previous one, the parameter A is reduced
and the transition to the next iteration is performed. If the new value is larger, A is increased and iteration
is repeated.

5) Steps 1-4 are repeated until the specified accuracy or maximum number of iterations is reached.

It is advisable to use the LM algorithm to optimize the parameters of models used to analyze
electrical connections in the control system. It allows you to quickly and efficiently adapt models to
changing conditions and provides resistance to noise and nonlinearity. Also, the Levenberg-Marquardt
method provides rapid convergence and reliability of solving optimization problems, which will allow
to effectively adapt the parameters of the control system. The use of this adaptive algorithm will improve
the efficiency of cable control by optimizing system performance and adapting to changing conditions.

The adaptive algorithm "Adam" (Adaptive Moment Estimation), which can also be effective for
use in the system for controlling the parameters of interblock electrical connections, combines the ideas
of adaptive learning speed and gradient moment [4, 5]. It uses exponentially smoothed gradient and
gradient square estimates to adapt parameter updates. This algorithm can be used to optimize the
parameters of models that analyze the electrical parameters of cables. It allows you to effectively train
models, taking into account different scales of gradients, and adapt to changing production conditions.

Parameter update formulas are presented as follows:
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where m;, and s; are exponentially smoothed estimates of the first and second moments of the
gradient, respectively; B; and B,— exponential smoothing parameters; a — learning step; € is an
additional parameter for numerical stability.

Adam's algorithm adaptively updates the parameters taking into account the first and second
moments of the gradient, which allows you to work efficiently at the learning rate and store information
about the gradient [6]. Adaptive adjustment of the learning rate for each parameter allows for faster
training coincidence and avoids gradient attenuation or impulsive growth.

For signal noise filtering and parameter analysis, it is advisable to use filters based on the recursive
adaptive least-squares algorithm (RLS) [7]. The use of adaptive filtering will help to improve the
accuracy of measurements and ensure reliable control of cable parameters in various operating
conditions. In the case of a signal received, one or more implementations of this process must be
processed. To do this, you need to find the filter coefficients w, which minimize the error rate (8) of
signal reproduction [8].

T-1
JwW) = ) [e(®I* - min, ®)
t=0

If we continue the matrix notation of the t-coordinate, we get the formulas for the column vector
of the output signal a (9) and the error of reproduction of the input signal e (10) [7].
a=0UTw (9)
e =m— UTw, (10)
where m is the vector-column of sampling signal counts; U = [u(0), u(1),...,u(T —1)] is a
matrix, whose columns display the contents of the delay line at different cycles.
The error rate expression (8) can be rewritten with the representation a in matrix form as follows

J(w) = eTe — min. (11)
Substituting (9) and (10) for (11), we get (12)
J(w) = (m— UTW)T(m —UTw) = m™m — wTUm — mTUTw + wUUTw. (12)

To determine the minimum value of the objective function, it is necessary to calculate the gradient
of this function and equate the resulting value to zero (13).
gradJ(w) = —2Um + 2UUTw = 0, (13)
Thus, the optimal solution is:
w = (UUT)_lUm, (14)
In the process of receiving the signal, the filter coefficients can be directly calculated according
to equation (14) at each subsequent step. At the same time, the size of the matrix U continues to increase,

and the inverse matrix (UUT)_1 needs to be recalculated each time. However, the computation costs
can be reduced if you consider that each step only requires the addition of a new column to the matrix
U and a new element to the vector m so that the value can be calculated recursively. The use of the
adaptive RLS algorithm will provide the ability to obtain useful signals in the process of monitoring the
connection almost without distortion [9]. The ability of filters to adapt to changing environmental
conditions and respond quickly to changes will allow you to effectively detect anomalies and ensure
stability in parameter control. Another effective means of filtering signals is the adaptive least-squares
algorithm (LMS), which is a simple and effective method of adaptive filtering used to process signals
in various systems [10]. Its main task is to find the optimal filter parameters that help minimize the
deviation between the output and expected signals. Let's consider the mathematical implementation of
this algorithm. Let the input discrete random signal n(t) be processed by a non-recursive discrete order
filter N, whose coefficients can be represented by a column vector w = [wy, Wy, ..., wy]7, then the
output signal of the filter is:
a(t) = uT(Hw, (15)

where u(t) = [x(t), x(t — 1), ..., x(t — N)]7 is the column vector of the content of the filter delay
line in the t-th step.

The reproduction error (16) of the sample signal m(t) is accordingly defined as:

e(t) =m(H) —a(®) = m(t) —u"(Hw, (16)

The adaptive algorithm needs to find such filter w coefficients that ensure the maximum proximity
of the input signal a(t) to the reference one m(t), i.e. minimize the error e(t). Since e(t) is also a
random process, it is reasonable to take the RMS value as a measure of its magnitude, then the function
to be optimized (17) can be defined as:

J(w) = €2(t) - min, (17)
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e?(t) = (m(t) —uT” (t)w)2 =m?(t) — 2m®OuT(O)w + wTu(®uT (Ow. (18)
Statistically averaging the expression (18), we get (19)
J(w) = e2(t) = m2(t) — 2m(uT(Ow + wTu(®uT (Hw, (19)

where m2(t) = 0% is the middle square of the reference signal; m(t)uT(t) = pT — transposed
column vector of mutual correlations p between the t-th sample signal and the content of the filter delay

line u; u(t)uT(t) = R is a correlation matrix of a signal having the size of (N + 1) x (N + 1).

The method of fastest descent, based on the search for the minimum of the objective function
(19), is the main criterion for adapting the least-squares algorithm. When using this optimization
method, the coefficient vector w should be recursively updated as follows (20)

wt+1) =w() — ;grad](w(t)) =w(t) + u-p— uRw(t), (20)

where u is the size of the gradient descent step; p — column vector of mutual correlations between
t-th reference of the sample signal and the content of the filter delay line; R is a correlation matrix of a
signal having the size of (N + 1) X (N + 1).

The algorithm converges if 0 < g < 2/A;,.¢, Where Ay, 18 the maximum eigenvalue of the
correlation matrix R, but to calculate the gradient you need to know the values of the matrix R and the
vector p. In practice, only estimates of these values derived from input data may be available. The
simplest estimates are the instantaneous values of the correlation matrix (21) and the mutual correlation
vector (22), which are obtained without any averaging:

R(t) = u(®uT(t); (21)
p(t) = m(Du(b). (22)

When using these estimates, formula (20) takes the form (23)
w(t+ 1) = w(t) + pu(®) (m(®) — uTOWD), (23)

The expression in parentheses, according to (16) represents the filtering error e(t), taking this into
account, the expression for the recursive update of the filter coefficients is (24)
w(t+1) = w(t) + pe(tu(t). (24)
The main advantage of the LMS algorithm is its extreme computational simplicity — to adjust the
filter coefficients at each step, you need to perform N + 1 multiplication-addition operations [11]. The
consequence of this is slow convergence and increased error variance in the steady-state mode — the
filter coefficients always fluctuate around the optimal values, which increases the level of output noise.
The selected adaptive Adam algorithms, adaptive filtering (LMS or RLS) and adaptive
Levenberg-Marquardt algorithm, are the most appropriate for the system for monitoring the parameters
of interconnect electrical connections in the production of cables. They allow you to effectively adapt
to changing operating conditions and provide fast convergence and reliability in solving optimization
problems. The LMS can be used for signal filtering and adaptive parameter control, while the RLS can
be used to predict future cable parameter values and effectively respond to changes in operating
conditions. The use of these algorithms will help improve the quality of cable parameter control,
ensuring stable and reliable operation of the control system.

Conclusions. Studies have shown that effective control of the parameters of cable and wire
products is a decisive factor for ensuring the quality and reliability of electrical infrastructure, which
includes such important issues as the connection of power supplies to end consumers, the installation of
electrical devices, as well as integration in distribution assemblies and internal power grids. The variety
of types of cable and wire products requires a careful approach to the control of their parameters, which
It is carried out using various automated methods, limited only by the capabilities of the equipment.

It has been found that under conditions of limited traditional methods, the use of adaptive
algorithms in control systems provides a significant improvement in the control process, demonstrating
high efficiency of adaptation to a rapidly changing environment and various production parameters. It
has been proved that adaptive algorithms, such as Adam, Levenberg-Marquardt, as well as filtering
using LMS and RLS algorithms, can significantly increase the objectivity and productivity of
monitoring the parameters of interblock electrical connections.

Integration of these adaptive algorithms into specialized software for automated control systems
not only increases the accuracy and reliability of measurements, but also allows you to efficiently use
resources and expand the capabilities of existing systems. This approach helps to reduce almost all
negative factors associated with self-heating during measurement, thereby improving the overall
stability and quality of products.
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Bykoscbkuii O. M., Bucaoyx C. I1.
HamionansHuii TexHiuyHMN yHiBepcuTeT YKpainu «KnuiBchkuil MONiTeXHIYHUE IHCTUTYT iMeHi [rops
CiKOpChKOro»
E®EKTUBHICTb AJJAIITUBHUX AJITOPUTMIB JIUISI KOHTPOJIIO TAPAMETPIB
MI)KBJIOKOBUX 3'€ THAHb KABEJBHO-TTPOBITHUKOBOI ITPOIYKIIIT

Y cmammi posersnymo cyuacHi uKkauxu, nos's3ani 3 KOHmMpoieM napamempis KabeibHO-
nPOBIOHUKOBOL NPOOYKYIL, 0COOIUBO 6 KOHMEKCMI MINCOIOKOBUX eleKmPUudHux 3'cOnanb. Biosnaueno,
wWo mpaouyitini Memoou KOHMpOJIO 4acmo He 8i0n06i0aoms OUHAMIYHUM 3MIHAM YMO8 eKCILyamayii,
wo npuzsooums 00 NidsUWeHo20 pieHs Oeghexkmis. Bpaxoeyiouu yi odmedxcenms, O00CRIONCEHHS
30CepedICeHo Ha HeOOXIOHOCMI 8NPOBAONCEHHS AOANMUBHUX ANCOPUMMIS, SAKI He uuie Ni08UuLyons
MOYHICMb SUMIPIOBAHDb, ajle U 3a0e3neuyiomsb CIMIUKICmb 00 308HIUHIX nepewkoo. Ilposedenuil oenso
Jaimepamypu c8iouums npo aKmueHe SUKOPUCHAHHA ABMOMAMU308AHUX CUCMEM KOHMPONIO, dje
AKYEHMYEMbCL HeOOCMAmMHs Y8aza 00 A0ANMUBHUX Al20PUMMIG, W0 MO2IU O CYMMEBO NOKPAWUMU
saxicmv koumpoiaro. Ceped po3ensiHymux mMemoois, adanmusHi ancopummu, maxi sk Adam, Jlesenbepea-
Mapkeapoma, LMS i RLS, eusasisiomvcs egekmusHuMy iHCmMpymMeHmamu Oas NioGUUjeHHs
06'ckmuenocmi ma npoOyKMueHocmi cucmem Kowmponio. Ix enpoeadsicenns 0036015€ cucmemam
weuoule peazysamu Ha 3MIHU UPOOHUYUX YMO8, NIOSUYIOHUU HAOIIHICMb | CINAOLTbHICMb BUPOOHUYUX
npoyecis. Badiciugum acnekmom € iHmespayis a0anmusHux mexHoio2il y cneyianizosane npocpamme
3a6e3neyenHs asmomMamu308aHUx CUCIeM KOHMPOTIO, WO POSULUPIOE MONCIUBOCII ICHYIOUUX MeMOOi8
i 00360715€ 3HAYUHO 3MEHWUUMU He2AMUBHI HACTIOKU CAMOPO3iepi8y Nid Yac GUMIPIOGAHHSL.

Takum yuHoM, BUKOHAHT OOCTIONCEHHS OEMOHCIMPYIOMb Me, W0 Ad0ANMUBHUI NIOXi0 00 KOHMPOO
napamempie He Jauule NOKPAWYE MOUHICMb [ CMAOINbHICMb NPOOYKYIL, ane Ul HAOIUICAE CYYACHI
BUPOOHUYI cucmeMu 00 8UCOKUX cmaHndapmie sikocmi. Lle dozsonse 3abe3neyumu HadiliHicmb pobomu
eNeKMpUYHOl  iHpacmpykmypu, wo € KPUMuyHO GadNCIUBUM OJi YCHIUHO20 (DYHKYIOHY8AHHS
PDIZHOMAHIMHUX e1eKMPOMEXHIYHUX CUCTIEM.

Knrouosi cnosa: enexmpomexniuni cucmemu, 8upoOHUYULL npoyec, MidCONI0KOBI eneKmpuyHi
3 €OHAHHSA, KOHMPOIb NAPAMEempis, NPOOYKMUSHICIb, MOYHICMb, HAOIUHICMb, eheKmusHicmb,
CMaobinbHiCMb,. MeCMY8aHHs, MemoOUu KOKMPOI0, A8MOMAMU308AHA CUCTEMA KOHMPOTIO, A0anmueHi
aneopummu, ONMUMI3ayisl.
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